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Abstract 

 
This paper describes a simulation model, developed 

within the framework of the EuQoS project, which is 
aimed at assessing QoS on an end-to-end basis, across 
heterogeneous networks. In that respect, it discusses 
modelling issues related to access network technologies, 
to the core network, and to traffic generation. Further-
more, the implementation of the simulator within the ns-2 
framework is described, and preliminary simulation re-
sults are reported, showing how the lack of QoS mecha-
nisms in one segment of the network negatively affects the 
overall performance.. 

1. Introduction 

The last ten years have witnessed the publication of a 
remarkable amount of scientific literature on Quality of 
Service (QoS) mechanisms for packet switching net-
works. However, such a scientific effort has not been 
translated so far into wide-scale QoS deployment. The 
EuQoS project, an Integrated Project under the European 
Union’s Framework Programme 6 [6], is in fact aimed at 
deploying a flexible and secure QoS assurance system 
(the EuQoS System) over a pan-European testbed envi-
ronment. The EuQoS system will accommodate applica-
tions requiring guaranteed QoS, such as Voice over IP 
(VoIP), Video on Demand (VoD), Tele Engineering, Dis-
tance Learning, Medical Applications, over heterogene-
ous access networks, such as UMTS (Universal Mobile 
Telecommunications System), WiFi (Wireless Fidelity), 
xDSL (x Digital Subscriber Line) and Ethernet, con-
nected through an IP core network. Thus, the EuQoS sys-
tem will integrate several QoS architectural components, 
at all relevant layers and planes: from signalling protocols 

to Traffic Engineering mechanisms, from admission con-
trol algorithms to resource reservation schemes.  

The validation and performance assessment - via ex-
tensive simulative analysis - of such a complex environ-
ment will provide useful insight for the deployment of the 
real testbed. For this purpose, two complementary simula-
tion models of the EuQoS system have been developed: a 
packet-level and a flow-level simulation model. The for-
mer is aimed at assessing packet-related performance 
metrics (like end-to-end delay, jitter, loss probability) in 
scenarios where the set of established flows does not 
change. The latter, instead, considers flow-related per-
formance metrics, like blocking probability and given 
pre-established flow arrival patterns. As such, it can be 
used to test resource reservation and admission control 
mechanisms, as well as to derive worst-case scenarios for 
the packet-level simulator. By using two different simula-
tion models, it is possible to limit the complexity without 
losing simulation accuracy. 

This paper describes the various aspects of the EuQoS 
packet-level simulation model. More specifically, it de-
scribes the model used for each access network and for 
the core network. Furthermore, it describes the models 
used for foreground and background traffic and the per-
formance parameters. The packet-level simulation model 
has been implemented in the ns-2 simulation environment 
[1]. Thus, we also report an overview of its implementa-
tion and some preliminary simulation results. 

The rest of the paper is organized as follows: Section 2 
describes the packet-level simulation model. In Section 3, 
we describe the traffic generators and the performance 
metrics that the simulation model is going to measure. We 
describe the implementation, also reporting preliminary 
simulation results, in Section 4, and we draw conclusions 
in Section 5. 



 
Fig. 1. Packet-level simulation model  

2. Packet-Level Simulation Model 

At a first level of decomposition, the packet-level 
simulation model is composed of two access networks 
connected through a core network, as depicted in Fig. 1. 
The access networks taken into consideration are UMTS, 
WiFi, Ethernet and xDSL, which are the most widespread 
at the time of writing. The core network is a generic IP-
based network. Access networks are connected to the 
core network by means of a single link between border 
nodes. In the general case, a set of flows is established 
between nodes in the different access networks, repre-
senting foreground traffic. Also, background traffic is 
setup between pairs of nodes (e.g., between edge nodes in 
the core network). The latter is meant to simulate the be-
haviour of aggregated traffic sources sharing resources 
(e.g., link bandwidth) with foreground traffic. Decoupling 
traffic into foreground and background traffic is strongly 
required to make simulations easier. This way both traf-
fics can be created by different generators according to 
different models. This is in fact very helpful to increase 
simulations performance while keeping an accurate net-
work scenario. Notice that current networks only demand 
QoS guarantees for some of the traffic to be transported 
by such networks. In fact it is well-known that a signifi-
cant amount of traffic on the network will not have any 
QoS constraint. This scenario can be perfectly modelled 
by such traffic decoupling, where background traffic 
might simulate best-effort traffic. According to such traf-
fic definition, we could for example evaluate the impact 
on the QoS guarantees for the foreground traffic due to 
including congestion avoidance policies on the back-
ground traffic.  

The purpose of the packet-level simulator is assessing 
end-to-end packet-related performance metrics, in scenar-
ios in which the number of established flows does not 
change. For instance, in the simulation scenarios we as-
sume that the number of simultaneous QoS traffic flows 
is at the admission control limit, while a heavy load of 
best effort traffic is also present. For this reason, it is not 
necessary to model all the features related to flow 

setup/teardown, like signalling, resource reservation 
mechanisms (those are in fact covered by flow-level 
simulation). Furthermore, it can be assumed that packet 
routes do not change over time. Hereafter, we describe 
the models used for the proposed access networks and for 
the core network. 

2.1. UMTS 

The architecture simulated in the UMTS access net-
work module can be described as follows (see Fig. 2): 
The UE (User Equipment) mobile nodes, which generate 
traffic and move within the cellular layout, the UTRAN 
(UMTS Terrestrial Access Network), composed by sev-
eral Base Stations (Node B) and RNCs (Radio Network 
Controller) and the Packet Switched UMTS Core Net-
work (UMTS CN), constituted by the SGSN (Serving 
GPRS Support Node) and the GGSN (Gateway GPRS 
Support Node). 
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Fig. 2. UMTS simulation model 

In order to run reliable simulations, two different sce-
narios have been considered. On the one hand, the urban 
scenario, characterized by accurate propagation models 
(multipath), high traffic load and strictly constrained mo-
bility models; on the other hand, the rural one, with sim-
pler propagation models (single ray), lower traffic and 
relaxed mobility models. All the issues relevant to traffic, 
mobility and propagation are described below. 

The UMTS simulation model is mostly suitable for the 
analysis of the radio resource management mechanisms, 
with the objective of optimizing the radio link efficiency 
with respect of QoS. In particular, admission control al-
gorithms are evaluated, whose purpose is to accept or 
deny new connections taking into account the users QoS 
level. 

We assume that the UTRAN consists of a single Node 
B, which is adequate to simulate UMTS mobile nodes 
behaviour, as we take into account an additional interfer-
ence term that models the inter-cell interference. The UE 
mobile nodes change their location according to a mobil-



ity algorithm depending on the selected scenario (ur-
ban/rural). The traffic bottleneck for the UMTS Access 
Network is localized in the W-CDMA radio interface, 
since the links between RNCs and SGSN are wired over-
provisioned connections. 

The MAC layer implements the DSCH (Downlink 
Shared CHannel) and manages power and Spreading Fac-
tor assignments. The code allocation in this shared chan-
nel is implemented in a round robin fashion. DCH 
(Downlink CHannel) is implemented too. For each re-
ceived packet the physical layer computes the SNR (Sig-
nal to Noise Ratio) and inserts it in the packet header. 
Every 10 ms the MAC layer compares the computed SIR 
(Signal to Interference Ratio) with a SIR target level (6 
dB) and consequently increases or decreases the transmis-
sion power of the packet sender with a TPC (Transmis-
sion Power Control) command. 

2.2. WiFi 

A WiFi access network consists of several IEEE 
802.11 wireless stations coordinated by an Access Point 
(AP) in infrastructure mode, as shown in Fig. 3. The AP 
connects the Wireless Stations to the core network via a 
single link. 

The following assumptions have been made in the 
WiFi simulation model:  
• We assume that users do not change their location, and 

thus mobility is not simulated. 
• Recent WiFi devices are capable of switching through 

different rates and/or physical layers typically when 
the SNR measured by the wireless physical interface 
drops below (or raises above) a given threshold. The 
IEEE 802.11 document [4] does not define a standard 
PHY/rate switching scheme. Therefore, simulating the 
PHY/rate switching would imply the evaluation of 
specific algorithms, which are outside the scope of this 
simulation model. Thus, we assume that nodes do not 
switch rate nor physical layer. 

• We assume that all the nodes communicate using the 
Distributed Coordination Function (DCF). Although 
the Point Coordination Function (PCF) is in fact part 
of the standard, it is optional and currently supported 
in very few APs or WiFi adapters. Furthermore, even 
though the PCF provides the associated stations with a 
means of differentiating the service of their flows, it 
has been proved to be unsuitable for providing flows 
with strict QoS service guarantees [2].  

• The IEEE 802.11 allows the wireless devices to use 
power-saving procedures, in order to limit the energy 
requirements during inactivity periods. Since the time 
scale of the power-saving cycle is currently much 
greater than the service period of the traffic types un-
der consideration (described in Section 3) and the set 

of connections is fixed, we can assume that the sta-
tions never enter the power-save status.  
The following MAC features are simulated: 

• RTS/CTS handshake. All packets with size larger than 
a specified threshold (called RTS/CTS threshold) are 
protected by a Request To Send/Clear To Send hand-
shake.  

• Fragmentation. All packets with size larger than a 
specified fragmentation threshold are fragmented into 
chunks of a size smaller than the threshold itself. Re-
assembly is performed at the destination node.  
Users can select the Short (Long) Retry Limit, i.e., the 

number of MAC-layer retransmissions that a packet 
smaller (or larger) than the RTS/CTS threshold can ex-
perience before being dropped.  

 
Fig. 3. WiFi simulation model 

The IEEE 802.11 does not provide the stations with 
QoS support. The Task Group E of the IEEE 802.11 
Working Group has recently published a draft version of 
the IEEE 802.11e amendment [5] to the IEEE 802.11 
document. The draft document adds two medium access 
functions, namely the Enhanced Distributed Channel Ac-
cess (EDCA) and the HCF Controlled Channel Access 
(HCCA) that provide QoS support for the flows. To the 
best of our knowledge, no device supporting the above 
enhanced mechanisms is currently available on the mar-
ket. Therefore, we do not simulate any of the above en-
hanced access mechanisms. Channel error models to be 
employed are currently under investigation. 

2.3. Ethernet 

Currently, Ethernet is not only a “building or campus 
technology”, but it is also used to connect residential us-
ers, workstations and devices in a room or servers in a 
campus and in institutions. We use four models (pre-
sented in Fig. 4) to study different types of Ethernet net-
works: 
• Small Office Home Office (SOHO) 
• Campus/LAN scenario 
• MAN organization scenario 



• MAN residential scenario (Ethernet Passive Optical 
Network - EPON) 

 
Fig. 4. Ethernet simulation models 

At the moment, CSMA/CD solutions are rarely used in 
Ethernet networks. As a consequence, in EuQoS project, 
we study only switched solutions.  

In order to simulate a network consisting of terminal 
equipment connected to ports on a switch, we use nodes 
connected with links of the desired bandwidth (10Mbps, 
100Mbps, 1Gbps or 10Gbps). To study the implementa-
tion of QoS mechanisms in Ethernet networks we have 
implemented the 802.1p and 802.1q standards and devel-
oped a specific ns-2 queue object that implements the 
recommendations of the IEEE 802.1p standard related to 
traffic prioritization. Basically, the new queue object pre-
sents the following properties: 
• It can be configured to use up to eight virtual queues 

to group incoming LAN packets into separate traffic 
classes.  

• The forwarding mechanism is implemented to support 
the selection of the packets from a given virtual queue 
to be transmitted only if a higher order virtual queue is 
empty at the time of selection. 
Implementing exactly eight virtual queues is not man-

datory, any number from 1 to 8 being possible. IEEE 
802.1p recommends a mapping of user priority values for 
the number of traffic classes (virtual queues) available. 

If a packet has a user priority value less than zero, it 
will be treated as a best effort packet (user priority equal 
to zero). If the priority value is greater than seven, the 
packet will be classified as a highest priority packet (as if 
it was set with user priority seven). 

To make possible the classification of packets by the 
prioritization queue, it is necessary to previously mark the 
packets with a user priority value. To accomplish this task 
we also developed a specific agent (PriAgent) in ns-2. 

2.4. xDSL 

xDSL is the name given to a set of technologies that 
use the digital subscriber line for the transmission of in-
formation. Although there are several xDSL technologies 
(ADSL, Asymmetric DSL, HDSL, High-bit-rate DSL, 
SDSL, Symmetric DSL , VDSL, Very high bit-rate DSL, 
etc.), nowadays the most popular in Europe is ADSL, 
where asymmetric indicates the use of different down-
stream and upstream rates. 

Fig. 5 shows the EuQoS xDSL simulation scheme, 
where the common elements are depicted, and the black 
box scheme for users, DSLAMs (DSL Access Multi-
plexer), switches and BRAS (Broadband Remote Access 
Server). 

The actual network architecture for providing an 
xDSL access varies depending on the country and regula-
tory environment, users and their geographic distribution, 
etc., the proposed model can be easily adapted to the ar-
chitecture to be simulated. 

This model is mainly dedicated to emulate the behav-
iour of the xDSL network and to analyse the mechanisms 
to provide QoS over xDSL. 

Regarding the network emulation, it is possible to 
simulate two different technology-based networks: ATM 
and IP/Ethernet. The xDSL access network can be sup-
ported by the following transport technologies: ATM or 
IP/Ethernet. ATM technology has been used as the trans-
mission standard with advanced quality of service (QoS) 
capabilities for managing different types of services and 
traffic. Nevertheless, because of the multiple advantages 
it provides, IP/Ethernet networking technology is nowa-
days being introduced nowadays in the concentration 
network. Two main differences can be seen in the simula-
tion model: different link capacities and AAL5 fragmen-
tation. For the ATM concentration network, the packets 
transmitted through the xDSL path should be fragmented 
into chunks of a smaller size to fit into the ATM cells and 
reassembled by the BRAS. Besides, the model allows to 
simulate the channel latency between the ATU-R (cus-
tomer ADSL modem) and the ATU-C (ADSL line card in 
the DSLAM), which depends on the line encoding tech-
nique and the interleaving depth of the error correction 
scheme (fast and interleaving channels), by introducing a 
delay in the link connecting both equipments. 
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Fig. 5. xDSL simulation model 
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ication traffic generators from an individual 
ponding to the four types of service speci-

fied in ATM, although a user really could have as much 
generators as VCs are established. Several parameters can 
define each type of service, and the Queue Scheduling 
system can be built based on the most appropriate traffic 
policy. Although VCs are not established in the 
IP/Ethernet concentration network, a DiffServ scheme 
with the same number of classes can be used and the 
simulation model would not change, save for link capaci-
ties and the non-fragmentation. 

2.5. Core Network 

The IP core network covers the area laying between 
access networks. We model it as a cascade of QoS do-
mains, which are connected by inter-domain links. The 
number of cascaded domains corresponds to the number 
of Autonomous Systems along the end-to-end path de-
termined by the routing protocol (e.g. BGP (Border Gate-
way Protocol) [10] or qBGP (QoS-BGP) [11]). Now, we 
focus on appropriate modelling of a single QoS domain 
as a basic element of IP core network. The simulation 
model of a QoS domain is illustrated in Fig. 6. The im-
portant features of the QoS domain we need to model are 
the following: 1) the bottlenecks: assuming an over-
provisioning of the domain internals, they are located at 
the inter-domain links; 2) the inter- and intra-domain traf-
fic (highly aggregated). In our simulation model of the 
QoS domain we can consider two types of bottlenecks. 
The first one is the edge router, which aggregates traffic 
from several access networks; the second one is the bor-
der router, which represents the aggregation point of traf-
fic from several QoS domains. Other elements of the QoS 



domain simulation model are the core router and the in-
terfering traffic generators. 

 
Fig. 6. Simulation model of a QoS domain 

Moreover, in the simulation model we assume that 
routers are DiffServ- (Differentiated Services) capable 
[7], [8], [9]. Therefore, in each edge and border router we 
can differentiate the service of packet streams based on 
predefined PHBs (Per Hop Behaviours) associated to 
traffic classes supported in the QoS domain. The QoS 
domain model allows one to select the number of traffic 
classes. In particular, in the simulation scenario we can 
assume to model one QoS traffic class, and the best-effort 
class. Each traffic class is defined by an appropriate set of 
QoS mechanisms in each QoS domain router. In particu-
lar the following QoS mechanisms are implemented in the 
input router interface: classifier, both multi-field and be-
haviour aggregate, policer, with both single and dual to-
ken bucket meters with strict token bucket conformance 
and absolute dropper element. On the other hand, queue 
selectors, queues with predefined length and drop poli-
cies, schedulers (e.g. PQ (Priority Queuing), WFQ 
(Weighted Fair Queuing), DRR (Deficit Round Robin, 
[12]), PQWFQ (Priority Queuing WFQ, [13]), PQDRR 
(Priority Queuing DRR) ) and output links are related to 
the output interface of the router.  

For each traffic class, we assume that the interfering 
traffic load submitted to edge and border routers (bottle-
necks) is up to admission control limit in particular QoS 
traffic class and has heavy load condition in best effort 
class. 

Furthermore, the core router models the distortion of 
the traffic characteristics of a packet stream passing 
through a number of routers inside the QoS domain. The 
packet delays resulting from the propagation and trans-
mission times inside the QoS domain are introduced as a 
link parameter. The capacity of this link corresponds to 
that of the slowest link along the path inside the QoS do-
main. The main focus is put on the appropriate model of 
the aggregated traffic that interferes with the investigated 
packet streams. 

3. Modelling Foreground and Background 
Traffic 

As stated in Section 2, foreground traffic stands for 
that traffic to be measured while background traffic stand 
for that traffic simply interfering with the foreground 
traffic. A detailed description of the models to be used for 
both traffics is presented in next subsections. 

3.1. Foreground traffic 

Foreground traffic stands for the set of flows estab-
lished between nodes in the access networks. Since these 
flows are well-known, it is possible to model them with 
applications models such as VoIP, video streaming, vid-
eoconference, etc. In this section we only present the traf-
fic models for VoIP and video streaming applications. 
Other applications are left for further study.  

On the one hand, in [21] a list of codecs that are cur-
rently used by the VoIP applications to reduce the band-
width requirements is shown. The VoIP applications usu-
ally employ Voice Activity Detection (VAD) techniques 
that detect the periods during which the user is silent. 
During silence periods no packets are generated. Traffic 
models for such model of ON/OFF patterns of speech can 
be found in [22] and [23]. 

On the other hand, concerning video streaming, the 
MPEG-4, whose main target is the transmission of non-
interactive video, such as movies, and the H.263, which is 
mainly used for the transmission of interactive video ses-
sions, such as videoconferences, are the two commonly 
used video codecs. In [14], [15] the authors present a 
publicly available library of frame size traces of long 
MPEG-4 and H.263 encoded traces, which they have 
generated at the Technical University of Berlin. The 
traces may be used as an input for the simulation of video 
streaming.  

3.2. Background traffic 

Regarding the background traffic, it is possible to use 
specific models in each access network. There are many 
references describing such specific models. Just as an 
example we suggest to go through the following refer-
ences: Ethernet [16], xDSL [17], WiFi [18], UMTS [19] 
and WAN [24]. However the models described on those 
papers are usually very dependent on the network charac-
teristics so it is sometimes difficult to find network inde-
pendent traffic features to be used.  

However, there are analytical traffic models that are 
useful for performance evaluation of packet switched 
networks, such as CBR (Constant Bit Rate), superposition 
of CBR and N-state sources. A brief description of these 
traffic models is presented. The CBR traffic model usu-
ally represents the traffic emitted by a single source char-



acterised by the peak bit rate and the packet size. In order 
to characterise the traffic emitted by a number of CBR 
sources, we use special models, and we call them as su-
perposition of N independent CBR sources. As limit case 
when N tends to infinity, we use a Poissonian stream de-
scribed by the mean bit rate, the packet inter-arrival dis-
tribution (exponential) and the packet size. In the N-sate 
source in its general model each state can be either ON or 
OFF. In the ON state the IP packets are generated accord-
ing to the specified pattern, characterised by the time du-
ration or number of sending packets, the packet arrival 
pattern (both described by either the constant, uniform or 
exponential probability distribution function) and the 
packet length. On the other hand, the OFF state, where no 
packets are generated, is only characterised by the state 
duration distribution that can be again constant, uniform 
or exponential. With the ON/OFF source model is charac-
terised by the following parameters. Particular cases are 
the ON/OFF source with only 2 states, the state ON char-
acterised by a geometric number of packets distribution 
(mean 10 packets) and a constant distribution for the 
packet length (100 bytes) and the packet inter-arrival 
(1ms), and the state OFF characterised by a exponential 
state duration distribution (mean 100 ms); the IPP source 
also with two states, the state ON characterised by a ex-
ponential distribution for both the state duration (mean 10 
ms) and the packet inter-arrival (1ms) and a constant dis-
tribution for the packet length (100 bytes), and the state 
OFF characterised by a exponential state duration distri-
bution (mean 100 ms); the aggregated source with 3 num-
ber of states (ON1, ON2 and OFF); and finally the 
(M+1)-state MMDP model which considers a superposi-
tion of M identical and independent on-off sources and 
with a superposed traffic stream that can be approximated 
by an (M+1)-state MMDP (Markov Modulated Determi-
nistic Process) [25]. More detailed information on such 
models can be found in [20]. 

3.3. Performance parameters 

Many parameters can be used to measure the network 
performance in terms of Quality of Service. The most 
common are throughput, delay, jitter and packet loss. The 
significance of such different parameters to describe the 
network performance is strongly dependent on the appli-
cation in use, for example, while VoIP applications are 
quite sensitive to delay constraints, this parameter hardly 
impacts on a chat application. A general overview of 
some applications QoS requirements can be found in 
[20]. We present below a short description of the refer-
ence values of such performance parameters for VoIP and 
video streaming applications. 

On the one hand, VoIP applications are real-time ap-
plications strongly affected by delay, jitter and packet 
loss. The throughput depends on the codec used during a 

VoIP conversation. A more deeply description can be 
found in [26]. Under normal operations the round trip 
(two-way) delay should be less than 150ms, noting that 
voice quality degrades quickly when the total one-way 
delay is greater than 150ms. In fact, one way delay 
greater than 200msec causes impaired interaction for a 
voice conversation. Therefore, the end-to-end delay is 
one of the major constraints to this application. Concern-
ing the jitter metric, buffers are included to allow fastest 
packets to wait for the slowest ones in order to be played 
in the correct sequence. Since additional buffering also 
causes additional delay, this solution must be carefully 
applied. Adaptive jitter buffers within IP telephony de-
vices automatically compensate for 20-50 ms of jitter. If 
jitter exceeds these bounds, then loss will occur, impact-
ing voice quality. Current experience indicates that if 
jitter is held to within 10-20 ms, then voice quality is ac-
ceptable. Voice packets are handled as data packets in 
current traditional IP networks. This means that voice 
packets will be dropped when network is heavily con-
gested. Although this is not a problem for data packets 
(they can be retransmitted again), voice packets cannot be 
handled in such a way. There are some solutions dealing 
with the packet loss. For example, Packet-Loss Conceal-
ment (PLC) algorithms can correct up to 30msec of lost 
voice. In short, packet loss values upper than 1% strongly 
impacts on the voice quality. 

On the other hand, Video streaming applications be-
long to the category of high quality applications requiring 
huge amounts of bandwidth in order to guarantee a user-
satisfying image quality. VoD is fully dependent on the 
delay metric. Although the time required for the end-to-
end transmission of packets throughout the network is not 
significantly important in VoD applications, the end-to-
end delay is an important performance parameter. Besides 
the delay caused by the transmission process, the jitter is 
also an important parameter. Again, a buffer solution is 
proposed to compensate the jitter, even knowing that the 
larger the buffer size, i.e. the larger the number of packets 
out of order, the larger the delay. Therefore, jitter must be 
as low as possible. 

The loss of packets directly depends on the through-
put. If the throughput is guaranteed at peak-rates, network 
congestion does not lead to packet loss. But if loss is due 
to transmission errors, the application will lose quality. 
Therefore, to provide the user client with certain QoS 
guarantees, the packet loss must be reduced. In case that 
due to network congestion this cannot be completely 
achieved, video streaming traffic should be prioritized. 
Concerning the bandwidth requirements they are fully 
dependent on the delivered movie and the used codec. 
The bandwidth can vary from 0.5 to 17 Mbps. 

Besides the QoS parameters described above, it is 
worth mentioning that since VoD applications have real-
time constraints, packet reaching the user client after the 



deadline agreed in the SLA may be unusable and must be 
discarded. This means that in case of congestion, packets 
should be dropped (rather than delayed) in order to speed 
up subsequent packets. Although this is the desired be-
haviour for VoD applications, other options, such as de-
laying or marking non-conformant traffic (delayed traffic) 
might be suitable for other kind of applications. There-
fore, how non-conformant packets are handled must be 
left as an option. 

 
Fig. 7. Simulator architecture 

4. Implementation and Evaluation 

The packet-level simulation model has been imple-
mented using the ns-2 simulation environment, which has 
been suitably extended with both C++ and Tcl/Tk mod-
ules. In order to provide a flexible approach to the inte-
gration of heterogeneous simulation modules, the archi-
tecture depicted in Fig. 7 has been devised. 

The simulation environment consists of three types of 
modules: 
• Technology-dependent modules. These correspond to 

the simulation models described in Section 2. Note 
that both the WiFi and UMTS modules use an ns-2 
shared data structure, which is the flat grid where 
wireless nodes are placed upon. Thus, we provide a 
communication interface between the WiFi and UMTS 
modules and a small module (Grid) that actually deals 
with wireless-only simulation objects. 

• Technology-independent modules. These modules do 
not depend on the underlying network technology be-
cause either they model user-layer applications that are 
not aware of the network details (Traffic module) or 
they only exist for the purpose of simulation (Meas-
urement module). 

• Main module. This module interfaces the user with the 
simulation environment. It reads the user input, loads 
all the required modules and actually controls the exe-
cution flow of the core simulator (i.e., ns-2). Also, the 
Main module manages all the shared data structures, 
except the wireless grid that is taken care of by a 

stand-alone module. For example, both the Traffic and 
the Measurement modules should be able to access the 
ns-2 nodes in order to attach/detach traffic generators 
or monitoring objects. Therefore, a globally visible as-
sociative array of the nodes created in the two access 
networks and the core network in the current simula-
tion is stored into the Main module. 
The above framework allows the seamless addition of 

new modules (e.g., new access networks or traffic genera-
tors), as long as they comply with the defined Tcl/Tk pro-
gramming interface. The configuration of the previous 
modules depends on user-defined high-level syntax files, 
that are provided as input to the Main module. 

Hereafter, we report some preliminary simulation re-
sults showing the need for end-to-end QoS mechanisms. 
We set up a scenario, shown in Fig. 8, in which a tagged 
session, consisting of bi-directional VoIP and videocon-
ference communication, is established between two nodes 
of different access networks, namely Ethernet (access 
network 1) and WiFi (access network 2), connected 
through the IP core. The switched Ethernet network con-
sists of 60 nodes connected by 10 Mbps links, as shown 
in Fig. 9. The WiFi network consists of 20 nodes com-
municating with a single AP, with physical parameters set 
as in Table 1. The core network consists of one QoS do-
main with bottlenecks at ingress routers. Inside the do-
main we introduce an additional delay of 20ms in both 
ways, to simulate the propagation delay. 

 
Fig. 8. Scenario for simulations  

 
Fig. 9. Ethernet layout 



Data rate 11 Mbps SIFS 10 µs 
Basic rate 1 Mbps PIFS 30 µs 
PHY header 192 µs DIFS 50 µs 
Retry Limit 7 CWmin 31 
  CWmax 1023 

Table 1. MAC and physical parameters for WiFi 

 

PQ 

BE 

High priority 

Low priority 

buffer=5 packets 

buffer=59 packets 

Premium 
FT11 

BT11 

BT12 

 
Fig. 10. Services in the IP core 

In the Ethernet, priorities are chosen so that voice and 
video traffic has higher priority than background traffic. 
According to the IEEE 802.1p specification, the Ethernet 
switches will always prioritise the packets set with highest 
priority in periods of congestion. In the IP core, we define 
two traffic classes (see also Fig. 10), Premium and Best 
Effort (BE). QoS requirements for Premium class are low 
packet delay and low packet losses. To meet these require-
ments we employ admission control rules based on the Rate 
Envelope Multiplexing scheme with the peak rate alloca-
tion, as shown in [13]. Premium packets are served with the 
highest priority in the IP core routers. The maximum ad-
missible rate depends on both the amount of link capacity 
dedicated to the Premium service and the target utilisation 
factor ρ, computed as [ ]2 2 ln( )loss

, where B is the 
buffer size dedicated to Premium service and P

B B Pρ = −

0

loss is target 
packet loss rate. In our simulation scenario at the ingress 
routers we assume that B=5 packets and  Ploss=10-2, with 
which ρ=0.685. Next, we assume the amount of the link 
capacity dedicated to Premium service to be equal to 20 
Mbps, and as a consequence the admission control limit 
becomes equal to 13.7Mbps of traffic. 

In BE service no admission control rules are defined. 
BE packets are served with the lowest priority in the IP 
core routers. The bandwidth dedicated to the BE service 
at ingress router is equal to 80 Mbps; the buffer size is 
equal to 59 packets.  

In the WiFi network, instead, no QoS mechanism is 
active. We evaluate the performance of the tagged session 
when the background traffic increases. More specifically, 
at time t=20, 40, 60 s background traffic is added in the 
Ethernet, core, and WiFi as follows: 
• Ethernet: nodes N2-N30 simulate FTP servers and 

send data to nodes N31-45, whereas nodes N46-N60 
simulate FTP servers and send data to nodes N17-30 

• IP core network: The scenario is symmetric in both 
directions (one of which is shown in Fig. 10): BT11 

represents the background traffic of the Premium 
class, which is a Poissonian stream with a mean rate 
such as to saturate the admission control limit, i.e. 
11.676Mbps, and packet size equal to 500 bytes. On 
the other hand, BT12 represents BE background traf-
fic, and it is itself a Poissonian stream with a mean 
rate of 90Mbps and 500 byte packets.  

• WiFi: Ftp sessions between the nodes and the AP, 
acting as a server. 
The VoIP traffic for the tagged session is coded ac-

cording to the G.729 codec, i.e. 24kbps with 60 byte IP 
packets. The video traffic is an MPEG4 high-quality vid-
eoconference trace, [14], [15], with an average bit rate of 
400kbps and a peak rate of 2Mbps.  

In Figures 11 to 14 we report the results of the experi-
ments. More specifically, Fig. 11, shows the graphs of the 
one-way delay as a function of time, averaged on time win-
dows of 10 seconds for the sake of readability. As the 
graph shows, the delay is almost constant – regardless of 
background traffic in the Ethernet and the QoS IP domain – 
until background traffic is started in the WiFi network 
(t=60 s). At that time, the delay drastically increases in both 
direction. It is worth noting that the delay in the downlink 
direction with respect to the AP (i.e. from network 1, 
Ethernet, to network 2, WiFi), is much lower.  This is due 
to the well-known asymmetry of the WiFi link when oper-
ating in infrastructure mode. In fact, in an IEEE 802.11 
system all the wireless terminals, Access Point included, 
access the medium using the same procedure. Thus, when 
the system is heavily loaded, which is the case when the 
FTP traffic starts at 60.0 s, the AP obtains the same 
throughput of any other terminal. However, the egress traf-
fic from the AP is much higher than that of the terminal 
with the tagged flows, because the AP also generates the 
TCP acknowledgments addressed to the terminals with FTP 
traffic. Therefore, packets belonging to the tagged flows 
coming from the core network experience a higher queuing 
delay than those generated at the terminal.  
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Fig. 11. One-way delay  



Fig. 12 shows the inter-packet delay variation (jitter) 
for the video flow going from Ethernet to WiFi (the 
graphs are similar, and therefore not shown, for both di-
rections and for both flows). As for the previous graph, 
the values are limited until background traffic is started in 
the WiFi network.  
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Fig. 12. Inter-packet delay variation for the video 

flow (direction 1 to 2) 

Fig. 13 shows the one-way packet loss ratio as a func-
tion of time, computed on time windows of 10 seconds. It 
is possible to observe that the network starts losing pack-
ets after background traffic is started on the Ethernet net-
work. This is because the buffer space reserved in the 
Ethernet switch is relatively small (50 packets), and it is 
shared among all the priority classes. As before, the 
packet loss dramatically increases when background traf-
fic is started in the WiFi network. The packet loss is 
higher in the downlink direction for the same reasons 
mentioned above 
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Fig. 14 shows the IP throughput, averaged on time 
windows of 10 seconds. The throughput is reduced when 
the background traffic is started on the Ethernet segment, 
due to the increase in the packet loss. Furthermore, when 
background traffic is started on the WiFi network, the 
throughput in the downlink direction is further reduced. 
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Fig. 14. IP throughput 

The above figures clearly show the need of imple-
menting  QoS mechanisms in all network segments, i.e. 
on an end-to-end basis. For example, the emerging 
802.11e MAC protocol, which enhances the basic WiFi 
network supporting absolute and relative service differen-
tiation, could be a solution for the QoS problem shown in 
this case. 

5. Conclusions 

In this paper we have presented the simulation model, 
developed within the framework of the EuQoS project, 
which is used to validate the QoS on an end-to-end basis, 
across heterogeneous networks. We have presented mod-
els for the various access network technologies and for  
the core network. Furthermore, we have discussed how to 
model traffic at all the relevant stages of the network. The 
simulation model described herein has been implemented 
within the ns-2 framework; preliminary simulation re-
sults, reported within the paper, effectively show the need 
for QoS mechanisms on an end-to-end basis. 
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